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Abstract. How to eliminate useless information in the vast network information and retain 

effective information is a problem that needs to be continuously explored in the field of 

deep learning. This paper conducts text classification on the network evaluation frequently 

encountered in daily life, mainly to screen out the meaningless comments published by 

Internet users, to have access to more useful information. In this paper, a text filtering 

model was constructed based on word vector and Long Short-Term Memory (LSTM) and 

improved by adding Deep Averaging Net-works (DAN) and convolutional neural network 

(CNN). The major improvement of the LSTM & DAN model was to retain the original word 

vector information and to improve the accuracy of the text classification model without 

increasing hy-perparameter and model structure complexity. The LSTM & CNN model 

mainly combines the advantages of convolutional neural network in exploring the deep 

in-formation of text, which was an improvement over the original LSTM. It was proved by 

experiments that this improvement is meaningful. Compared with the shallow neural 

network, the accuracy has been greatly improved. 

Keywords: Texting filtering, LSTM, word vector, CBOW, dropout, CNN, DAN 
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1 INTRODUCTION 

 
With the popularity of Internet technology and the enthusiasm of consumers for on-line 

comments, the Internet has been filled with a large amount of comment data [1]. 

Internet users suffer from problems such as poor comment quality and information 

overload when they use these comments to make purchase decisions. While the In-

ternet gives convenience and benefits to people, it has brought some disadvantages 

such as being unable to contact physical products during consumption, difficulties in 

remote identification, and possible mismatch between description and physical 

products [2, 3, 4, 5, 6, 7], so that consumers have to help themselves to make de-

cisions by understanding the comments of other users before making consumption. 

However, with the rapid increasing of network evaluation quantity and the diversity of 

evaluation content, it becomes more difficult for users to obtain evaluation infor-mation 

helpful to them [8, 9, 10]. It is difficult to get really valuable data from a large amount 

of comment data by manual recognition alone, so how to get the com-puter to 

automatically screen out the valuable and worthless comments has become an urgent 

problem to be solved [11, 12, 13, 14]. Therefore, it has important research value for 

text content filtering [15].  
Text automatic classification [16] is a method for attributing similar texts 

to the same category, using a valuable classification model trained through 
the existing text collections, and then applying the model to an unclassified 
dataset to make the same kind of text belong to the same category. This 
is an efficient text classifica-tion method that makes it more accurate to 
achieve categorical searches in massive amounts of data.  

When classifying the text, it is necessary to convert the text into a form that can be 

recognized by the machine first, which can ensure the subsequent classifier proceeds 

effectively. Currently, the mainstream method is to vectorize the text. In recent years, due 

to the rising of deep learning, it becomes more obvious in the advantage of neural network 

in text feature extraction, which can be used to excavate the feature information of text at 

the semantic level, even to visualize the text. The word2vec [32] proposed by Google first 

shows a method of transforming words into vectors, which has been widely used in the field 

of natural language processing [18].  
In the traditional neural network model citeBashar, the hidden layer 

connects the input layer and the output layer connects the hidden layer 
with no connection between the nodes in each layer. It is difficult for a 
neural network to deal with se-quence problems like natural language. But 
based on the traditional neural network, the convolutional neural network 
(CNN) and the deep neural network (DNN) [3] can solve this problem.  

N. Widiastuti has raised a series of questions about CNN in the field of 
NLP [20]. After that, the improved algorithm based on CNN was gradually 
mined and applied to image processing [?] and other areas. At the same 
time, deep neural network has also been used in many fields.  

Therefore, the network [22] was selected of both short-term and long-term Mem-
ory (Long Short Term Memory, referred to as LSTM) in this study. LSTM is a kind 



 

of network model for processing sequence information, which has 

been widely used in areas such as speech recognition, emotion 
classification, and instant translation. At the same time, it can also 

become a more complex network structure together with the other 
network model, which is one of the hotspots in the field of deep 

learning. A large number of practices have shown that LSTM has 

better advantages than other models in the modeling of sequential 
data. It can capture long-term con-text association in the 

sequence, which is very powerful in the fitting of non-linear 
relations and suitable for the modeling of natural language data. 

The main work of this paper is as follows:  
1)Data capture and calibration. 53728 comments of “Wolf 

Warrior 2” from the Douban movie were grabbed and labeled 
according to their value.  

2)Text feature extraction (also known as text vectorization). 
According to the specific research content, this paper improves 
the construction method of text syn-thesis vector in the shallow 
neural network model. This method considers both the text word 
frequency vector and the text semantic vector, and then combines 
both to obtain the text vectorization method with the highest 
accuracy by experiments for constructing a text filtering model.  

3)Construct a text filtering model based on LSTM neural 
network.  
4)Analyze the limitations of the results. These two improved 

networks have been proposed based on the LSTM network-LSTM 
& DAN and LSTM & CNN, the classification performances of 
which have been analyzed. 

 

2 DATASET 
 
2.1 Data scarping 
 

This study selected the online reviews of the movie ”Wolf Warrior 
2” from an in-fluential Chinese film website ”Douban Movie” as a 
data sample, wrote a python crawler code to crawl the reviews, 
and obtained a dataset of 53728 comments. 
 

2.2 Data Pre-processing 

 

To facilitate classification, the data need to be manually labeled. 
To avoid bias from working alone, we divided the data into multiple 
batches, each of which was cali-brated by three staff members. 
The final value of the calibration is then determined according to 



the principle of majority. The specific calculation method is as the 
following formula (1):  

brackets = 
[ 

i
3

=

1 
V

i 

] (1) 
2     

S is the final calibration value, [. . . ] is the floor function, is a 
certain calibration value given by staff.  
To make text data easier for subsequent calculations, the labeled 
data should be filtered and classified. After filtering out some 
comment data that has no meaning,Increasing Text Filtering 
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then select 40,000 data, of which the data calibrated to 1 or 0 
were 20,000 respec-tively. Randomly selected 15,000 data 
from each dataset as the training sample, and the other two 
sets of 5,000 data each as the test sample.  

Since there is no space in the middle like English words, 
Chinese text needs to be word segmented, this study used 
stuttering participles (python version) and combines the “stop 
thesaurus table” (filtering meaningless words) to perform word 
segmentation processing of the above text data. 

 

3 METHODS 

 

This paper mainly studies the performance of LSTM [23, 24, 
25, 26, 27] and its improved network [28, 29] in text value 
classification. The input of the LSTM network was a word 
vector, the collected movie comment data was pre-processed 
to get the word vector in the dataset.  

The experimental subjects were the calibrated movie 
review data sets. The training set was 15,000 positive samples, 
and 15000 negative samples. 5000 positive samples in the test 
set, and 5000 negative samples as well. The input was a vector 
of words trained on the dataset, and the word vector dimension 
was chosen to be 300. 

 

3.1 Word vector building 

 



To let the computer understand the meaning of each word and dig out 

words with similar semantics, the first step is to digitize the words. For 

example, there is a text ”I like basketball”. There are three components 

in this sentence, respectively ”I”, ”like”, and ”basketball”. A very intuitive 

method is to use a one-dimensional vector, such as [1, 0, 0, 0, . . . , 0] to 

represent ”I”, with [0, 1, 0, 0, . . . , 0] to indicate ”like”, use [0, 0, 0, 1, . . . 

, 0] to represent ”basketball”. If there are 10,000 words in the vocabulary 

specified in advance, then each word vector is 10000 dimensions, such 

as the word vector ”I”, except that the first position is 1, and the rest are 

all zero. This word vector representation method is one-hot coding, which 

is relatively simple and intuitive. Words with certain connections are not 

independent of each other. This method has certain problems. For 

example, the words ”programmer” and ”programming” have a very close 

relationship, but ”programmer” and ”basketball” are not closely related. 

At the same time, the dimensions of each vector are too large and sparse, 

so one-hot coding is not a good representation.  
Previous researchers have proposed many different types of models 

to estimate the continuous representation of words, including the well-

known Latent Semantic Analysis [30] (LSA) and the Latent Dirichlet 

Allocation [31] (hereinafter referred to as LDA). The word2vec proposed 

by Mikolov is more concerned with the use of neu-ral networks to learn 

the distributed representation of vocabulary. Its performance is 

significantly better than LSA, which can better maintain the linearity 

between vocabulary; in addition, for big data sets, the calculation of LDA 

is too heavy. 
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Tomas Mikolov’s paper [32] published in 2013 proposed a faster and 

better way to train word vectors, namely the Continuous Bag of Words 

Model (CBOW). In the same year, the Google team proposed a simple 

and efficient representation of word vector word2vec based on CBOW. 

This method can effectively train millions of dictionaries and hundreds of 

millions of data sets, which would result a very good measure of the 

similarity between words and words.  
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
Fig. 1. The strucure of CBOW 

 

This paper used CBOW to train the acquisition of word 
vectors. The general framework of the continuous word bag 
model is shown in figure1. The essence is to map the word 
vector of the original form to one-hot into a low-dimensional 
dense word vector through a three-layer neural network. The 
input is a few words in the context of a word, and the output is 
the word. After repeated iterative training of a large number of 
samples, a low-dimensional vector representation of each word 
is finally obtained.  

This paper uses the 300-dimensional word vector obtained 
by CBOW training. 

 

3.2 Construction of neural network models 

 

To find a model with higher accuracy, this paper builds 3 
network models based on LSTM: LSTM, LSTM & DAN, and 
LSTM & CNN. The two networks based on LSTM network - 
LSTM & DAN, LSTM & CNN were proposed to improve the 
accuracy of text value classification. 

 

3.2.1 The structure of LSTM 

 

Hochreiter and Schmidhuber first proposed the LSTM [33], a 
variant of recurrent neural network (RNN). A long-time delay 
process is added to the network so that the state element can 
keep error transmission continuously. The traditional model is 
shown in figure 2. There is only one tanh layer inside each unit. 

Increasing Text Filtering Accuracy with improved LSTM 1007  
 
 
 
 
 
 
 
 
 
 
 
 
 

 



Fig. 2. Basic RNN model 
 
 
 

 

While the overall structure of LSTM is similar to that of RNN, the only 
difference is that it no longer only uses a single tanh layer but adds three 
gate control units. As shown in figure 3, it is a minimum unit of LSTM [34].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. LSTM unit struture 
 
 
 
 

The relationship between each parameter is calculated by formula 2: 
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c˜ t  = tanh Wc  a t−1 , x t + bc  
i t  = σ Wu  a t−1 , x t + bu 

f t  = σ Wf a t−1 , x t  + bf 

(2) 
o t  = σ Wo a t−1 , x t + bo  

c t  = i t−1  ∗ c˜ t  + f t  ∗ c t−1 

a t  = o t  ∗ tanh c t 

 
The most important part of LSTM is the control of the state of each unit. 

The control of long-term state can be regarded as the realization of three 
control switches. In each unit, there are three gate structures to protect and 
control information. Respectively for forget gate, update gate and output 
gate. 
 

The forgotten door [35] is used to determine the retention of the unit state 
of the t-1 time step transferred to the t time step. Sigmoid is generally 
selected as the activation function. The input of the forgotten door is the input 
of the current time step and the output of the hidden node of the previous 
time step, which means that the forgotten door can implement the control of 
information. 
 

The update gate is mainly used to control the input information. The input 
state of the current time step is determined by the output of the previous time 
step and the input function of the current time step, and the proportion of the 
newly added information can be controlled by the update gate. 
 

The output gate is used to control the impact of long-term information on 
the output of the current time step. The output of LSTM is determined 
according to the output gate and unit state. 
 

Combine the above model with the word vector constructed in the previous part of 
the paper to form the entire model. The entire model structure is shown below:  
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3.2.2 The structure of LSTM & DAN 
 

Considering the input of LSTM model with word vector, and DAN model with 
certain advantages in input when using word vector for text classification, 
therefore, this section has improved the LSTM model by combining the 
characteristics of DAN model with the LSTM model.  

(1)DAN DAN [36] is an approach proposed by Mohit Iyyer et al. at the 
ACL, an international top-level conference in 2015.  
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. DAN model structure 

 

DAN is a text classification method proposed by integrating model 
operation time and accuracy. It is a completely disordered neural network, 
and the order of words in sentences has no influence on it. Its depth can be 
arbitrary, which is a feature that also allows it to capture subtle changes in 
the input. Its model is shown in figure 5. The calculation formula of each item 
is as follow: 
 

4 

c

i 

a
v 
= 

  

4 
 

i=1 (3) 
 

h1 = f (W1 · av + b1)  
h2 = f (W2 · h1 + b1) 

 
Where c1, c2, C3, c4 is the word vector of each word, av is the average 

of four word vectors, h1 is the first hidden layer, h2 is the second hidden 
layer, and the number of neurons in each hidden layer is consistent with the 

dimension of the word vector. W1, b1, W2, b2 are the parameters to be 
learned. The last layer is classified by softmax or sigmoid. This is a binary 
classification problem, so the last layer is classified by sigmoid.  

(2)Dropout algorithm  
Alex Krizhevsky et al. proposed Dropout [37, 38, 39] algorithm in 2012. 

The Dropout method can be used to solve the overfitting problem. After using 



the berserk method, the original network structure can become ”thin” and the 
whole model is more adaptable. As shown in figure 6, this is a process of 
using the Dropout method in neural network: 
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Fig. 6. The Diagrammatic sketch of Dropout Method 

 
 

The main purpose of this algorithm is to prevent overfitting. Many 
complex neural networks usually have two disadvantages: time consuming 

and easy overfit-ting. Overfitting is a common problem of many models. If 
the trained model is overfitting, the result in application will not be ideal. To 
solve this problem, pre-vious researchers might train multiple models at the 

same time, and then use the method of model integration to get the result. 
However, this kind of method has problems of long learning cycle, slow test, 
and time consuming, which are hardly to be solved at the same time.  

In this section, the Dropout method was applied to the input layer of the 
DAN model. Before finding the average word vector, the Dropout method 
was used to invalidate some words in the text randomly, that is, each word 
vector was set to 0 according to a certain probability p. The model structure 
after adding the Dropout is shown in figure 7:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7. Dropout comparison chart 

 

For standard neural network: 
 

zi
(l+1) = wi

(l+1)y(l) + b(
i
l+1) 



yi(l+1) = f  zi(l+1) 

 

For neural network with Dropout:Increasing Text 
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rj(l) ∼ Bernoulli (p)  

y(l) = r(l) ∗ y(l) 

(5) 
z(l+1) = w

(l+1)
y(l) + b(l+1) 

 

i i i  

yi(l+1) 

= 
f zi(l+1)  

 
The Dropout method may fail some very important word vectors, but it can improve 

the accuracy of the model. This is because the number of words that are critical to label 

prediction is often smaller than the number of words that are irrelevant. For example, in 

the emotional analysis task, neutral words are often the most common. So there’s a very 

high probability of removing extraneous words from the text and reducing the effect of 

these word vectors on the whole model.  
(3)The model of LSTM & DAN  
First, the Dropout method was used for all word vectors, with each word 

inval-idate with a certain probability, and then the average was taken as the 
last part of the last input.  

Second, the output of each LSTM unit was used by the Dropout method 
to invalidate it with a certain probability, and then the average was taken as 
the second half of the final input.  

The model framework is shown in the following figure 8:  
 
 
 
 
 
 
 
 

Fig. 8. LSTM & DAN model structure 
 

 

3.2.3 The structure of LSTM & CNN 
 

When using the traditional LSTM model to handle text classification, only the 
output of the last unit is kept, and then a full connection layer is connected 
for classification [40, 41]. For this reason, after a complete LSTM iteration, 

the output of the last remaining unit inevitably loses the previous part of 
information, which leads to overfitting of the model on the training set. To 



solve this problem, this study proposes an improved model of LSTM with the 
combination of CNN after considering not only the output of the last unit, but 
also combining CNN with the feature of preventing overfitting.  

The output of each unit of LSTM is kept with the consistency of the dimension of 
output vector of each unit with the dimension of input vector, and then the 
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output vector is convolved. The characteristics of CNN model are used to 
explore the hidden relevance between words, and then to improve the effect 
of the whole model. 
 

(1)CNN CNN is a special deep learning network structure inspired by biology with its 

core point of convolution operation. With the deepening of CNN research, problems such 

as text classification in natural language processing and software defect prediction in 

software engineering data mining are tried to be solved by using convolutional neural 

network, which would obtain better prediction results compared with traditional methods 

and even other deep network models.  
 
 
 
 
 
 
 
 
 

 
Fig. 9. CNN model structure 

 
 

As shown in the figure below, for CNN, its input data is the original sample 
form without any artificial processing, followed by numerous operating layers 
stacked on the input layer. As a whole, these operational layers can be 

regarded as a complex function fC NN. The final loss function is composed 
of data loss and regularization loss of model parameters. The model training 
is to update the parameters of the model under the driving of the final loss 
and propagate the error back to each layer of the network. 
 

(2)The model of LSTM & CNN When classifying using LSTM alone, the 
model overfitted as the number of iterations increases. To solve this 
problem, this study considers not only retaining the output of the last unit, 
combined with the charac-teristics of CNNs to prevent overfitting, and 
proposes a model that combines CNNs to improve LSTM. 
 

Keep the output of each cell of the LSTM, and make the vector output of 
each cell consistent with the dimension of the input vector, and then 
convolute the output vector. Use the characteristics of the CNN model to 
explore the hidden correlation characteristics between words, thereby 
improving the effectiveness of the entire model. 
 



The input of CNN model needs to ensure the same dimension, while 40000 sam-

ples measured, the average number of words each sample after word segmentation in 

29, considering the length of the sample sizes, lastly, the number of words each 

comment is 41. When the word number is more than 41, intercept the front only 41 words, 

and when the word number less than 41, the lack of all parts is filled with zero vector. 

The model structure is shown in figure 10: 
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Fig. 10. LSTM & CNN model structure 

 

4 RESULT 
 
4.1 Evaluation  

 

  

Com
ents  Prediction 

      

    

Valid 
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ents 

Invalid 
comme

nt 
      

[
]    1 0 
      

 

T
r
u
e 

Valid 
comme

nts 1 VV IV 
      

  

Invalid 
comme

nts 0 VI II 
      

 
Table 1. Experimental data classification table 

 

The evaluation of the experimental results is an important part of the 
whole experiment. The traditional evaluation methods generally use the 
accuracy rate, recall rate and F1 value to measure the model effect, but now 
the machine learning field pays more attention to the overall performance of 
the model, so in this article, the accuracy is used to measure the 
experimental results. Assume that the actual classification and prediction 



classification results are shown in Table 1. The accuracy is calculated in 
equation 6: 
 

A
c
c
u
r
a
c
y 
= 

VV +II 

× 
100

% 

(
6
) 

VV +IV 
+VI+II  

 
4.2 LSTM-based Classification Model of Text Value 
 

When the LSTM model is used for final classification, the output of the last 
LSTM unit is only used for prediction. In this experiment, the dimension of 
the output vector of LSTM unit was selected as 300 and tested on different 
iterations. The experimental results are as follows:  

As can be seen from the above figure, as the number of iterations increases, the loss 
function shows a downward trend, decreasing until it approaches 0. The 
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Table 2. The relationship between the number of iterations and the accuracy   

Nu
m
be
r        

of 
ite
rat
io
ns 2 4 6 8 

1
0 

1
2 

1
4 

        

Ac
cu
ra
cy 

8
4
.
0
1
% 

8
4
.
0
2
% 

8
3
.
4
8
% 

8
3
.
2
4
% 

8
2
.
5
4
% 

8
2
.
2
0
% 

8
2
.
2
0
% 

        

 
 
performance of the model on the training set also gets better as the number of iterations 

increases, finally approaching almost 100% accuracy. But there is also a very serious 

problem, and the overall performance of the model on the test set shows a downward trend. 

This shows that the model has a serious overfitting phenomenon. The reason for this 

phenomenon may be that the LSTM model only uses the output of the last unit to predict and 



classify it. The last unit is theoretically related to all the previous units, but this connection will 

inevitably lose part of the information.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 11. The relationship between the number of iterations and the accuracy 

 

 

4.3 LSTM&DAN-based classification model of text value 

 

In the DAN model, the number of hidden layer nodes was recommended as 
the dimension of the word vector with each hidden layer the same 
dimension. The experiment in this section also followed the above rules and 
set the hidden layer node to 300 for three groups of experiments.  

The first experiment was to find the best possible value of Dropout. First 
set the number of hidden layers as 1, and then set the Dropout probability p 
to 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5, respectively, to observe the performance of 
each group on the test set. The experimental results are as follows:  

It can be seen from the figure above that when the probability of Dropout is 0.3, the 

maximum accuracy can be obtained on the test set. The reason why the experiment is 

selected to 0.5 is that when the Dropout probability is greater than 0.5, many important 

word vectors will be eliminated in a large probability, which 
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Table 3. The relationship between dropout probability and 
accuracy   
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will affect the model effect.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12. LSTM & DAN model Dropout probability and accuracy relationship 

 

The second experiment was to find the best hidden layers: 
The best Dropout probability value has been obtained in the first 
experiment, so this experiment is conducted on the basis of the 
Dropout probability value of 0.29. The number of hidden layers 
is set to 0,1,2,3,4,5,6 in order to observe the performance of 
each group on the test set. The experimental results are shown 
as follows: 

 
Table 4. The accuracy of the LSTM & DAN model with different number of 
hidden layers   
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It can be seen from figure 13 that the addition of hidden 
layers greatly improves the experimental results, but it is not the 
case that the larger the hidden layers is, the better it is. This 
paper should select different hidden layers according to the 
specific application scenarios.  

The third experiment was to obtain the change of accuracy 
under the optimal combination of the model. According to the 
first two experiments, the probability value of Dropout is selected 
as 0.3 and the number of hidden layers is selected as 2. This 
experiment is carried out based on these two parameters. The 
experimental results are shown in table 5 and figure 14:  

As can be seen from the above results, although the model can also 
reach nearly 100% accuracy on the training set, the overfitting problem 
was avoided on the 1016 I. Jaˇsˇsov´a, M. Tak´aˇc, I. Jaˇsˇsov´a, M. Tak´aˇc, I. Jaˇsˇsov´a, 

M. Tak´aˇc, I. Jaˇsˇsov´a, M. Tak´aˇc, I. Jaˇsˇsov´a, M  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13. The relationship between the number of Hidden layers and accuracy 

of the LSTM & DAN model 
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test set. With the increase of iterations, the model can stabilize 
at a relatively high accuracy rate, without the previous 
downward trend. The accuracy rate was improved by 3.71% 
relative to the LSTM model alone. 

 

4.4 LSTM & CNN-based Classification Model of Text Value 

 
The word vector dimension in the model selects 300 dimensions, and the 

output of each LSTM unit also selects 300 dimensions, that is, in the figure 

above are all 1 by 300 vectors. There are 41 LSTM units in total. In this 

experiment, the output of all LSTM units is retained and spliced into a 

vector. For the first convolution, set the convolution kernel size to 3, the 

step size to 2, and the number of convolution  
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 14. The relationship between the number of iterations and accuracy 

relationship of the LSTM & DAN model 
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cores to 32. For the first pooling, set the size of the pool kernel 
to 2, the step size to 2, and the type of pooling to maximum 
pooling. For the second convolution, set the convolution kernel 
size to 3, the step size to 1, and the number of convolution cores 
to 64. For the second pooling, set the size of the pool kernel to 
2, the step size to 2, and the type of pooling to maximum pooling. 

It is then flattened, and fully connected to a hidden layer with 20 
nodes, and finally output. The model experiment results are 
shown in table 6 and figure 15: 



 
Table 6. The accuracy of LSTM & CNN model with different number of 
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Fig. 15. The relationship of number of iterations and accuracy relationship of 

LSTM & CNN model 

 

As can be seen from the above data, the model can also 
achieve almost 100% accuracy on the training set, but on the 
test set, it is a 0.73% improvement compared to the LSTM & 
DAN model, which also proves that the CNN can mine out more 
text features. 

 

4.5 Performance of three LSTM models 

 

The performance of the three LSTM models is shown in figure 
16. As can be clearly seen in the figure above, the two improved 
models have significantly improved accuracy compared with the 
original LSTM model, and both of them have solved the problem 
of overfitting. The LSTM & CNN model generally performs better 
than the LSTM & DAN model.  

As can be seen in the figure above, the two improved models have 
significantly improved in accuracy compared with the original LSTM 
model, and both solve the 
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Fig. 16. Comparison of three LSTM models 

 
 
model overfitting problem. The LSTM & CNN model overall 
performed better than the LSTM & DAN model. 

 

5 DISCUSSION AND CONCLUSION 

 

Firstly, the text data obtained is vectorized in this paper. Then 
the LSTM model is introduced to carry out the text 
classification experiment by the LSTM model.  

In the experimental results of the LSTM model, it can be seen 

that the loss function presents a downward trend as the number 

of iterations increases. The performance of the model on the 
training set also gets better and better with the increase of the 

number of iterations with the accuracy rate of nearly 100% in the 
end. But there is also a very serious phenomenon - the 

performance of the model on the test set as a whole shows a 
downward trend. This indicates that there is a serious over-fitting 

phenomenon in the model, which may be caused by the fact that 

LSTM model only uses the output of the last unit for prediction 
and classification. Theoretically, the last unit is related to all the 

previous units, but some information is inevitably lost in this 
connection.  

To solve the overfitting problem, this paper proposes the 
improvement schemes LSTM combining DAN model and CNN 
model respectively.  

Three experiments conducted under the LSTM & DAN model 
show that the model can also achieve nearly 100% accuracy in 
the training set, furthermore, the overfitting problem is avoided 
in the test set. With the increase of the number of iterations, the 



model can stabilize at a relatively high accuracy without any 
previous downward trend. Compared with LSTM model alone, 
the accuracy is improved by 3.71%.  

Experiments conducted under the LSTM & CNN model show that the 

model can achieve almost 100% accuracy in the training set, while in the test 

set, it can improve by 0.73% compared with the LSTM & DAN model, which 

also proves that CNN can dig out more text features. LSTM & CNN method is 

the most time-consuming 
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model among all models, but it is also the model with the highest 
accuracy, which improves 4.42% compared with the LSTM 
model.  

Although this article has done certain research and 
experiments on text feature extraction and text classification 
models, there are still many areas that need to be improved and 
adjusted urgently:  

(1)The selection of the corpus needs to be improved. Due to the 

limitation of computer performance, the data set has not been selected too 

large. Later, more large-scale training can be carried out on the cloud 

server. At the same time, in the sample calibration process, there will be 

more or less human factors. Later, unsupervised learning methods can be 

considered for text classification.  
(2)Chinese text classification needs to be developed. Now, 

there are not many researches on processing at the character 
level. If there is a good learning model or method, character-
based processing can retain more text information, which can 
be further improved in theory. The follow-up will be studied at 
the character level to increase the accuracy of the model. 
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